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Abstract

We mostly employed the following techniques:

1, The domain knowledge enhancement:

MLM and NSP post-pretrain utilizing label and unlabeled data,

promote 1%–2%

2, Application of context information:

We experimented with a few different ways to incorporate context

into the extraction models. Task 1 did not see any advancements.

The usage of context in the classification job can advance 1-2%

for the Separate Entity Type Prediction Model in Task 2.

3，Slot Task Modeling Scheme:

The benefits of several technical schemes are combined in

multi-model results fusion voting employing sequence-tagging

and span dual technological scheme.



System Pipeline

We reuse the procedure of the pipeline that the officially provided,

and we trained a post pretraining model additionally.

1. Train post-pretrain model

2. Entity Extraction

3. Entity Coreference

4. Slot Filling

5. Entity Slot Alignment

1. Train post-pretrain model

Data:

1、10,000 dialogue labeled data official provided.

2、90,000 dialogue unlabeled data build pretrain model train data.

Task:

1、mask language model

2、next sentence prediction
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2. Entity Extraction

Data:

1、10,000 dialogue labeled data offical provided.

2、Data augmentation based on labeled data.

Task:

1、base model 1: post-pretrain mac-bert + CRF.

a、Use BIOES labeled word sequence.

b、Normalize digitial numerical representation to patterns.

2、base model 2: post-pretrain mac-bert + Span.

3、base model 3: the baseline model (Entity Extraction) officially

provided (but we use BIOE label system，mac-bert-large pretrain

model, and fix prediction results boundary)



4、base model 4: a singile classify model to predict ents-type.

5、vote results: Ensemble 1、2、3、4、 these four single models for

voting
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3. Entity Coreference

Data:

1、10,000 dialogue labeled data.

Task:

1、reuse baseline model that official provided

4. Slot Filling

Data:

1、10,000 dialogue labeled data offical provided.

2、Data augmentation based on labeled data.



Task:

Same as 2. Entity Extraction

5. Entity Slot Alignment

Data:

1、10,000 dialogue labeled data.

Task:

1、Reuse baseline model that official provided
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